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The One Hundred Year Study on AI 

• A long-term investigation of AI and its influences  
on people, their communities, and society 
– based at Stanford University, endowed and initiated 2014 

• Every 5 years, a study panel assesses current state of AI:  
– reviews recent progress  

– envisions the potential advances that lie ahead 

– describes the technical and societal challenges and opportunities these 
advances will raise 

• After a year of study, first report just released 
– Focus: likely influences of AI in a typical North American city by 2030 

– Domains: transportation; service robots; healthcare; education;  
low-resource communities; public safety and security;  
employment and workplace; entertainment 

 



Recent, enormous increases in compute power 

Approaches that might have seemed crazy in 2000 can make a lot of sense in 2016… 



Deep Optimization 

Machine learning 

• Classical approach 
– Features based on expert insight 

– Model family selected by hand 

– Manual tuning of hyperparameters 
 

• Deep learning 
– Very highly parameterized models, 

using expert knowledge to identify 
appropriate invariances and model 
biases (e.g., convolutional structure) 

• “deep”: many layers of nodes,  
each depending on the last 

– Use lots of data (plus “dropout” 
regularization) to avoid overfitting 

– Computationally intensive search 
replaces human design 

Discrete Optimization 

• Classical approach 
– Expert designs a heuristic algorithm 

– Iteratively conducts small 
experiments to improve the design 

 

• Deep optimization 
– Very highly parameterized algorithms 

express a combinatorial space of 
heuristic design choices that make 
sense to an expert 
• “deep”: many layers of parameters,  

each depending on the last 

– Use lots of data to characterize  
the distribution of interest 

– Computationally intensive search 
replaces human design 



FCC’s “Incentive Auction” 



The FCC’s “Incentive Auction” 

• Reverse (descending-price) auction for broadcasters 

– prices offered for stations decreases while supply exceeds 
demand 

• Forward (ascending-price) auction for telecom firms 

– prices in each region increase while demand exceeds supply 

• When auctions terminate, ensure revenue target is met 

– if not, grow the size of the reduced band (i.e., clear less spectrum); 
auctions continue 



Feasibility Testing via MIP Encoding 



We Applied Deep Optimization 

• Used advanced “Bayesian optimization” methods  
to learn an algorithm adapted to: 

– data that arose under (a wide range of) simulations of the 
actual auction mechanism in use 

– the actual United States television constraint graph 

• Hypothesis space for this learning procedure: 

– many open-source SAT solvers 

– various problem-specific heuristics 

– a novel caching scheme 

• Ran experiments on a dedicated computer cluster  
for roughly a year 

• Ultimately built a portfolio of eight algorithms 



SATFC: A Deep Optimization Solver 
90% in 1s 97.3% in 60s 



How Well Does The Incentive Auction Work? 

“Greedy”: check whether existing solution 
can be directly augmented with new station 



Conclusions 

• Likely impact of AI by 2030, and policy implications: 
AI100 study panel report at http://ai100.stanford.edu 

 

• Deep Optimization: leverage massive computational 
resources to “learn” domain-specific algorithms 

 

• Incentive Auction: a high-stakes application; the deep 
optimization approach is yielding tangible social benefits 

http://ai100.stanford.edu/

